BoxDreamer: Dreaming Box Corners for Generalizable Object Pose Estimation

Supplementary Material

1. YCB-Video Reference Database Construc-
tion

Table 1 shows the selected reference video sequences for
the YCB-Video dataset [8]. The reference video sequences
are chosen based on the following criteria: (1) Most-
overlapping: the video contains the most overlapping view-
points based on the object coordinates; (2) Occlusion-
minimizing: the video sequences with a high overlapping
ratio and without obvious occlusions. More specifically,
the most overlapping video sequences are automatically
selected based on the average angular difference between
consecutive frames, with higher average angular differ-
ences indicating more overlapping views. The Occlusion-
minimizing video sequences are manually selected from the
video sequences sorted in descending order by overlapping
ratio.

‘ Reference Video Sequence

Objects ‘ Most-overlapping ~ Occlusion-minimizing
002_master_chef_can 0091 0014
003_cracker_box 0007 0007
004 _sugar_box 0089 0074
005_tomato_soup_can 0008 0003
006_mustard_bottle 0008 0008
007_tuna_fish_can 0008 0039
008_pudding_box 0070 0076
009_gelatin_box 0003 0000
010_potted_meat_can 0008 0014
011_banana 0010 0010
019_pitcher_base 0009 0041
021_bleach_cleanser 0008 0006
024 _bowl 0007 0007
025_mug 0007 0070
035_power_drill 0010 0010
036_wood_block 0090 0081
037_scissors 0010 0016
040_large_marker 0010 0089
051_large_clamp 0010 0010
052_extra_large_clamp 0003 0003
061_foam _brick 0081 0081

Table 1. Reference video sequences selection on the YCB-Video
dataset.

2. Additional Quantitative Results

2.1. OnePose and OnePose-LowTexture Dataset

We evaluated the performance of our method on the
OnePose [7] and OnePose-LowTexture [2] datasets by com-
puting the pose error success rate for different thresholds.
Table 2 compares our approach with OnePose++ [2] and

Figure 1. Detection results of Gen6D on the OnePose dataset.
The red bounding boxes indicate the Gen6D detection results.

Gen6D [4] under both five-view and ten-view settings—
the latter being the minimum number of views required
for OnePose++ to reconstruct all objects successfully. Al-
though OnePose++ achieves higher accuracy thanks to its
dense matching strategy, it failed to recover most query
views, yielding less than 50% accuracy for the 30cm-30deg
threshold. For low-texture objects, the 30cm-30deg ac-
curacy dropped to only 10.1%. In contrast, our method
demonstrates robustness on both datasets, achieving a
higher low-threshold success rate. As for Gen6D, its detec-
tion module failed to identify object regions in both datasets
(see Fig. 1), highlighting its lack of robustness even when
query and reference views exhibit minimal scale variations.
Even when provided with ground-truth detection results,
Gen6D could not deliver satisfactory performance.

2.2. YCB-Video Dataset

In this section, we present detailed quantitative results
on the YCB-Video dataset.  Table 3 and Table 4
display the performance on the Most-overlapping and
Occlusion-minimizing reference databases against Gen6D
and OnePose++, respectively. With only five reference
views, our method outperforms both baselines in most
cases, especially on the Occlusion-minimizing reference
database with fewer occluded views, achieving higher ac-
curacy. Although OnePose++ performs well with dense ref-
erence views (200 views), its performance still lags behind
our method due to incomplete point reconstruction. As for
Gen6D, even with dense reference views, its performance



OnePose

OnePose-LowTexture

Ref. images Method

lcm-1deg 3cm-3deg Scm-5deg 10cm-10deg 20cm-20deg 30cm-30deg 1cm-1deg 3cm-3deg Scm-5deg 10cm-10deg 20cm-20deg 30cm-30deg

OnePose++F  14.8 31.6 36.4 42.8 44.9 46.3 0.8 2.0 26 42 7.6 10.1

5 Gen6Df 0.1 1.8 4.6 - - - 0.1 22 5.5 - - -
Ours 0.5 14.1 39.3 78.5 91.7 92.9 0.3 7.9 252 60.5 83.3 88.8
OnePose++  40.6 67.7 734 78.8 80.7 81.4 8.3 25.5 34.4 44.6 51.9 56.0

10 Gen6Df 0.1 1.9 49 - - - 0.2 25 57 - - -
Ours 0.7 19.0 48.4 81.8 90.6 92.0 0.3 9.3 283 67.5 88.0 91.5

Table 2. Performance comparison on OnePose and OnePose-LowTexture datasets. ¥ indicates onepose++ have several objects failed
to reconstruct and T indicates provide ground-truth detection results for Gen6D. The best results are highlighted in bold.

remains similar to that under the sparse view setting, high-
lighting an intrinsic limitation in handling occlusion scenar-
ios.

| Gen6D! OnePose++ Gen6D! Gen6D! OncPose++ Ours

Ref. images 25 25 200 200 200 5
Metrics ADD-S_ ADD | ADD-S_ADD | ADD-S ADD | ADD-S _ADD | ADD-S ADD | ADD-S ADD
002master chef.can | 788 318 | 648 202 | 587 279 | 771 305 | 704 324 | 667 232
003 cracker_box 436 160 | 243 86 | 83 10 | 397 131 | 570 518 727 503
004 sugar_box 435 73 | 160 69 | 199 25 | 459 81 | 317 135 6.1 79
005 tomatosoupcan | 494 170 | 81 23 | 277 89 | 765 494 | 400 133 563 4Ll
006_mustard_bottle 761 476 | 516 370 | 687 460 | 866 504 | 723 473 | 678 443
007 tuna_fish_can 872 523 04 01 | 690 378 | 424 73 | 490 307 822 501
008-pudding_box 42.8 42 4.1 0.5 48 0.6 64.3 36.1 224 5.5 612 133
009_gelatin_box 660 376 | 00 00 | 343 134 | 615 398 | 667 481 | 281 148
010.potted meatcan | 614 366 | 416 308 | 513 312 | 374 251 | 647 498 802 616
011_banana 375 250 | 55 08 | 192 120 | 768 198 | 222 75 670 481
019_pitcher base 765 185 | 270 202 | 257 77 | 358 174 | 569 189 | 869 741
021 bleach cleanser | 362 183 | 597 418 | 115 40 | 457 87 | 534 350 595 4Ll
024_bowl 468 70 | 123 12 | 126 29 [ 849 597 - - M2 32
025_mug 835 634 | 61 19 [ 796 547 | 37 77 | 60 379 | 902 793
035_power_drill 342 64 | 243 148 | 14 00 | 417 22 | 319 204 706 525
036.wood block 45 25 | 06 00 | 58 00 | 216 81| 48 00 [ 00 00
037 scissors 215 74 | 04 00 | 42 20 | 642 551 | 147 51 241 108
040 Jarge marker 650 551 | 61 43 | 489 409 | 33 75 | 464 384 | 615 557
051 large clamp 360 91 | 77 LI | 174 18 | 357 1LL| 139 24 | 564 171
052extralargeclamp | 343 87 | 312 83 | 132 03 | 357 1Ll | 701 277 | 782 362
061_foam_brick 193 65 | o1 00 | 283 104 | 20 73| 163 52 561 201
MEAN | 515 228 | 187 100 | 201 146 | SLI 229 | 433 245 655 354

Table 3. Performance of the YCB-Video dataset (Most-
overlapping). T indicates providing ground-truth detection re-
sults for Gen6D, * indicates the background has been masked
based on the ground-truth mask to help Gen6D to achieve better
performance.

Gen6D! OnePose++ Gen6D! Gen6D! OnePose++ Ours

Ref. images 25 25 200 200 200 5
Metrics ADD-S_ ADD | ADD-S_ADD | ADD-S ADD | ADD-S_ADD | ADD-S ADD | ADD-S ADD
002_masterchef_can 73.1 43.1 220 77 69.6 40.5 724 437 812 433 ‘ 67.8 332
003 cracker_box 409 139 | 20 63 | 84 10 | 397 131 | 568 507 755 418
004 sugar_box 470 90 | 146 77 | 128 47 | 479 83 | 290 148 662 86
005_tomatosoupcan | 57.6 348 | 436 207 | 570 307 | 563 329 | 684 406 804 495
006_mustard_botle 760 476 | 524 378 | 688 461 | 765 494 | 731 481 | 576 388
007 tuna_fish_can 754 319 | 34 12 | $39 253 | 764 385 | 547 235 673 317
008_pudding box 528 47 | 44 19| 30 00 | 524 50 | 368 334 | 704 477
009_gelatin_box 770 281 00 00 | 113 12 | 759 281 | 430 158 756 561
010.potted meatcan | 592 358 | 490 374 | 445 299 | 588 352 | 647 492 [ 690 518
011 _banana 376 252 | 66 10 | 190 119 | 374 251 | 204 76 = 675 459
019_pitcher base 838 172 | 302 199 | 293 107 | 837 164 | 540 176 88 719
021 bleach cleanser | 621 349 | 458 355 | 190 132 | 624 350 | 502 351 | 642 435
024 bowl 453 57| 2 14 | 126 29 | 457 87 - - 98 14
025_mug 424 12.0 10.1 1.8 62.9 19.3 47.7 14.6 28.8 5.7 80.5 62,9
035_power_drill 345 67 | 20 130 14 00 | 37 77 | 326 205 746 574
036.wood block 242 12| 140 00 | 36 00 | 206 06 | 204 00 53 05
037 scissors 372 182 | 03 00 | 19 08 | 340 159 | 54 09 | 460 243
040 Jarge marker 350 197 | 04 01 | 220 61 | 421 209 | 161 103 = 482 390
051 large_clamp 370 97 | 84 L1 | 174 18 | 33 75 | 129 23 | 87 188
052.extralarge clamp | 354 94 | 394 124 | 132 02 | 357 ILI| 690 273 722 332
061_foam_brick 20.0 64 0.1 0.0 283 10.5 221 73 16.1 5.1 14.6 23
MEAN | 502 200 | 190 113 ] 267 122 ] 502 202 | 417 226 669 378

Table 4. Performance of the YCB-Video dataset (Occlusion-
minimizing). ' indicates providing ground-truth detection results
for Gen6D, ¥ indicates the background has been masked based
on the ground-truth mask to help Gen6D to achieve better perfor-
mance.

2.3. LINEMOD and Occluded LINEMOD Dataset

This section provides a detailed comparison of results on
the LINEMOD [3] dataset. As shown in Table 6, our
method outperforms baselines when using only five refer-
ence views. Under the 25-reference setting, our method
surpasses OnePose++ in most cases and achieves compara-
ble performance with Gen6DT, which benefits from ground-
truth detection results and was trained on a different subset
of LINEMOD objects. Additionally, our method performs
on par with BB8 [6], an instance-level method that must be
trained for each specific object.

Furthermore, Table 5 presents additional results on the
Occluded LINEMOD [1] dataset, including performance
with dense reference views for Gen6D and OnePose++.
Despite using dense reference views, both Gen6D and
OnePose++ perform poorly in occluded scenarios. In par-
ticular, with only 25 reference views, our method achieves a
32.4% improvement in ADD (s)-0.1d and a 39.3% improve-
ment in Proj-2d@5px compared to OnePose++.

. Objects
Ref. images Method ape can cat driller duck eggbox™ glue* holepuncher Ave.
ADD(s)-0.1d
25 Ours 217 61.6 547 531 304 27.6 5715 41.9 43.6
OnePose++ 0.0 00 27 0.0 42 43.8 20.0 19.1 11.2
Full Gen6D 149 296 9.6 42 20.2 239 16.2 36.4 19.4
Gen6D! 174 365 127 256 215 40.4 34.7 44.9 29.2
Proj-2d@5px
25 Ours 59.7 589 547 2718 56.3 1.9 53.6 71.4 47.9
OnePose++ 0.0 00 93 0.0 9.2 222 0.0 28.3 8.6
Full Gen6D 434 389 297 4.3 46.3 4.0 12,5 57.0 29.5
Gen6D 579 51.0 419 212 @ 524 50 34.6 3.7 422

Table 5. Additional results on Occluded LINEMOD. Met-
rics ADD(s)-0.1d and Proj-2d@35px are reported. T indicates that
Gen6D was provided with ground-truth detection results, and ob-
jects in italic are included in the Gen6D training set.

3. More Analysis

3.1. Advantages of Bounding Box Corner Repre-
sentation

In this section, we present an additional comparison of dif-
ferent object pose representations. Specifically, we com-
pare the box corner heatmap representation with the ray
representation under Pliicker coordinate [5] and the vec-
tor pose representation. For the vector pose, we adopt the



Objects

Ref. images Method ape benchwise cam can cat driller duck eggbox* glue* holepuncher iron lamp phone Ave.
ADD(s)-0.1d

OnePose++ - 0.0 00 20 00 33 - - - 0.0 2.7 1.9 1.0 -
5 Gen6D - 24.4 21.6 - 17.8 14.8 11.6 51.8 32.5 - - 414 - -
Gen6Df - 39.0 26.1 - 228 326 15.2 71.4 40.2 - - 51.6 - -

Ours 33.1 81.0 440 68.6 419 698 21.9 89.0 60.3 15.4 453  60.1 37.0 513

OnePose++ 6.3 74.0 57.0 443 252  70.1 16.5 96.8 21.5 254 704 76.0 39.5 479
25 Gen6D - 75.1 60.2 - 59.1 614 37.2 66.6 47.0 - - 86.6 - -
Gen6Df - 83.9 65.8 - 59.8 835 46.8 96.9 82.9 - - 92.9 - -

Ours 31.6 86.6 66.1 81.0 49.8 829 43.9 83.8 90.0 50.0 67.2 85.1 58.1 674

BB 404 91.8 557 64.1 626 744 443 57.8 41.2 67.2 84.7 765 540 627

PVNet 43.6 99.9 869 955 793 964 52.6 99.2 95.7 81.9 989 99.3 924  86.3

Proj-2d@5px

OnePose++ - 0.0 00 17 00 2.6 - - - 0.0 1.5 1.4 2.4 -
5 Gen6D - 23.1 29.5 - 334 157 29.5 33.0 38.2 - - 36.6 - -
Gen6Df - 36.1 36.3 - 420 345 37.8 39.6 54.1 - - 46.2 - -

Ours 66.6 45.8 357 473 571 256 61.9 72.3 54.5 39.3 219 198 199 4338

OnePose++ 35.2 86.4 904 751 582 755 58.2 923 26.8 554 79.8 80.1 655 67.6
25 Gen6D - 78.4 84.8 - 652 713 923 92.0 98.0 - - 94.5 - -
Gen6Df - 90.1 92.9 - 96.5 91.7 94.4 90.9 95.6 - - 93.7 - -

Ours 96.0 71.1 81.6 1 90.0 96.0 66.3 97.1 87.3 98.6 95.2 60.0 676  69.1 829

BBS8 96.6 90.1 86.0 91.2 98.8 809 92.2 91.0 92.3 95.3 84.8 75.8 853  89.3

PVNet 99.2 99.8 99.2 999 993 969 98.0 99.3 98.6 100.0 99.2 983 994 99.0

Table 6. Additional comparison on the LINEMOD dataset ' indicates provide ground-truth detection results for Gen6D.

6D representation [10] for the rotation and a 3D transla-
tion and additionally include the principal point (2D) and
focal length (1D) as inputs to the network—resulting in an
11-dimensional vector. For the Pliicker ray, our implemen-
tation is based on the source code from Camera as Rays [9].
Regardless of the representation, the same decoder archi-
tecture is used; the primary differences lie in the input and
output projection layers.

All experiments were conducted on the OnePose dataset,
and we report the pose error success rate using a thresh-
old of 5 cm and 5°. The networks for each representation
were trained exclusively on the OnePose training set for
100 epochs. Ten reference views were used in the inference
phase.

‘ Vector Pose

28.9

Pliicker Ray Box Corner Heatmap
333 50.4

Scm-5deg |

Table 7. Performance of different regression target represen-
tations.

As shown in Table 7, the box corner heatmap represen-
tation outperforms the other two methods. This result high-
lights its key advantage: it is independent of camera in-
trinsic parameters and is well-suited for learning by vision
transformers.

Cropped View (Ours)

Figure 2. Failure with symmetric objects. BoxDreamer, along
with OnePose++ and Gen6D, fails to predict the correct rotation
for a fully symmetric object.

3.2. Failure Cases

Due to intrinsic ambiguities in the rotation of fully symmet-
ric objects, our method may sometimes fail to predict the
correct orientation. As shown in Fig. 2, our method incor-
rectly estimates the rotation for a symmetric object. No-
tably, both OnePose++ and Gen6D exhibit similar failures
in such cases.

In another scenario, our method struggles with extreme
lighting changes that significantly alter the object’s surface
color. As illustrated in Fig. 3, the disparity between the
reference and target object colors leads to inaccurate pose



Figure 3. Failure under extreme lighting changes. The bottom
right shows the predicted object pose, while the other panels dis-
play the reference views. The significant color differences caused
by lighting variations lead to incorrect pose estimation.

predictions.
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